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Rice is one of the agricultural commodities in South Sumatra whose 
productivity level still fluctuates. In 2000, rice production reached 
1,863,643.00 kg, then increased to 3,272,451.00 kg, in 2010, but decreased 
again in 2020 to 2,696,877.46 kg. This instability is influenced by various 
factors such as land area, rainfall, pest attacks, and fertilizer use. This study 
aims to optimize rice production by applying machine learning using 
multiple linear regression algorithms, and the CRISP-DM method, with the 
stages being business understanding, data understanding, data preparation, 
modeling, evaluation, and implementation. Data of 1,000 records obtained 
from farmers were analyzed using Google Collaboratory, resulting in an 
intercept of -3836,2639, and coefficients for land area of 5,7336, rainfall of 
1,2710, pests of 6,1153, urea of 1,6226, and phonska of 1,2581. To evaluate the 
accuracy of rice production predictions based on these independent 
variables, calculations were made on the RMSE value and analysis of the 
coefficient of determination. The results were that the RMSE value was 
recorded at 17065084,9641, and the coefficient of determination (R²) was 
0,6487, indicating that around 64,87 % of the variability in rice production 
can be explained by independent variables such as land area, rainfall, pest 
attacks, use of urea fertilizer, and phonska, while the remaining 35,13 % was 
influenced by other factors. 
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1. Introduction  

Indonesia is a country consisting of many islands, and is one of the largest archipelagic countries in the 

world [1]  consists of 38 provinces stretching from Sabang to Merauke, one of which is the province of South 

Sumatra. This province is known for having a region with very large agricultural potential. [2] Due to having 

quite fertile land spread across various regions and the natural beauty of its tropical forests, South Sumatra 

has become one of the main agricultural centers in Indonesia, which contributes significantly to national food 

production, especially in the plantation, rice field and horticulture sectors. [3] One of the superior agricultural 

commodities produced is rice with good quality, but rice productivity in the province of South Sumatra is not 

yet stable and still fluctuates from year to year, as can be seen from data obtained from the website, 

https://www.kaggle.com/datasets/ardikasatria/datasettanamanpadisumatera, In 2000, the amount of rice 

production was 1,863,643.00 kg, in 2010 the amount of rice production increased to 3,272,451.00 kg, and in 

2020 the amount of rice production decreased to 2,696,877.46 kg, as shown in Table 1 below :  
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Tabel 1. Rice Production Data in South Sumatra 

No Year Production (kg) Harvest area (m2) 

1 2000 1.863.643,00 555.427,00 

2 2001 1.723.433,00 511.928,00 

3 2002 1.899.849,00 561.724,00 

4 2003 1.977.345,00 570.010,00 

5 2004 2.260.794,00 625.013,00 

6 2005 2.320.110,00 626.849,00 

7 2006 2.456.251,00 646.927,00 

8 2007 2.753.044,00 691.467,00 

9 2008 2.971.286,00 718.797,00 

10 2009 3.125.236,00 746.465,00 

11 2010 3.272.451,00 769.478,00 

12 2011 3.384.670,00 784.820,00 

13 2012 3.295.247,00 769.725,00 

14 2013 3.676.723,00 800.036,00 

15 2014 3.670.435,00 810.900,00 

16 2015 4.247.922,00 872.737,00 

17 2016 4.881.089,00 615.184,00 

18 2017 4.807.430,00 621.903,00 

19 2018 2.994.191,84 581.574,61 

20 2019 2.603.396,24 539.316,52 

21 2020 2.696.877,46 551.320,76 

 

The instability of rice production is caused by various factors, [4] namely land area, rainfall, pests and 

fertilizer use. [5] Rice farming has a strategic role in supporting food security [6] in South Sumatra. The 

problem faced is that farmers have not been able to optimize the factors that cause the rise and fall of rice 

production, resulting in instability in their production results, which has an impact on food availability in 

South Sumatra or nationally. Various methods are used to increase rice production, one of which is by utilizing 

computer technology, namely artificial intelligence, which is a development of computer technology [7] which 

has the ability to carry out various tasks in various fields of life well [8] and offers great potential to increase 

productivity such as in the agricultural sector, especially rice. Machine learning is a method in artificial 

intelligence [9] [10] that aims to imitate human abilities in optimizing problem solving. [11]  

Machine learning can be used to analyze data and produce models that can be used to predict [12] 

agricultural yields using the right algorithm, one of the algorithms for predicting agricultural yields is multiple 

linear regression. This algorithm [13] can be used to predict agricultural production results, especially rice 

commodities, by analyzing data on the relationship between various variables, [14] such as land area, rainfall, 

pests and fertilizer use by farmers, by utilizing historical data on rice production in South Sumatra and also 

related factors. The results of this study can provide innovative solutions to increase rice production in South 

Sumatra. By understanding more deeply about the factors that influence rice production results, and can 

develop more effective and sustainable strategies, and help optimize rice production results in South Sumatra 

so as to support national food security. 

Machine learning, [15] used to analyze multivariate factors, where several independent variables can be 

identified and their impact on rice production can be measured. [16] Machine learning [17] can be used to 

predict rice production [18] based on various factors, such as land area, rainfall, pests, and fertilizer use, so 

that it can help farmers plan and optimize their rice production. This algorithm is a mathematical model used 

to describe the relationship between several independent variables and dependent variables.  

In this case, these independent variables can include elements such as land area, rainfall, pests, and 

fertilizer use, while the dependent variable is the harvest. Through the application of multiple linear 

regression, the complex interactions between these factors can be identified and analyzed more deeply, 

resulting in a model that is able to predict results with higher accuracy. This model is a very valuable tool in 

the decision-making process for smarter and more optimal agricultural land management, thereby helping to 

increase the effectiveness and efficiency of agricultural practices. [19] Multiple linear regression allows 

researchers and farmers to evaluate the effect of each independent variable on production yields 
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simultaneously. For example, by knowing how the combination of rainfall and fertilizer use affects crop yields, 

farmers can allocate resources more wisely to maximize yields, even under less than ideal conditions. Multiple 

linear regression is not only a prediction tool, but also a mechanism for understanding the dynamic 

relationship between environmental factors and agricultural yields. [20] In other words, this method allows 

us to estimate the desired results based on a series of factors that influence it. [21] 

Machine learning can be used to predict [22] rice production, so it can help farmers to plan and optimize 

their rice production, and reduce the risk of crop failure. [23] Based on research conducted by Diyanti et al., 

entitled "Prediction of Rice Harvest Results in 2023 Using Linear Regression Method in Indramayu Regency", 

[24] this study produces predictions of rice production results with a linear regression algorithm, and also in 

research conducted by Devi Wulandari and Rumini entitled "Modeling and Prediction of Rice Production 

Using Linear Regression", [25] from The two previous studies in general only provide predictions of rice 

production for the following year without providing in-depth input on the factors that influence rice 

production results. This reduces the potential for using these predictions in strategic decision making. 

However, the state of the art in this study lies in the development of a web-based prediction application or 

system that not only functions to predict rice production results, but also allows detailed analysis of the factors 

that influence production. With this system, users can gain more comprehensive insights into key variables, 

such as weather, soil quality, and the use of agricultural technology, as well as get advice to improve 

agricultural efficiency and productivity, [26] which can be used by anyone, anywhere and anytime needed 

online[27]. 

A prediction system is [28] a system that can be used to predict a future condition by referring to past 

information and/or present information, which is computer-based. [29] This application was built using 

machine learning technology, to predict rice production results in South Sumatra, using a multiple linear 

regression algorithm. This application works by studying historical data on rice production in the region, 

including various influencing variables, such as land area, rainfall, pests and fertilizer use. Through the 

learning process from historical data, the application is able to provide more accurate predictions regarding 

future production results [30]. Thus, farmers and decision makers in the agricultural sector can anticipate 

changes in production and take strategic steps to increase agricultural productivity[31]. The prediction system 

is made by including a multiple linear regression algorithm that describes the relationship between 

independent variables[32]. This algorithm is a novelty in this study, where previous studies only used a linear 

regression algorithm with one independent variable, which was carried out by Diyanti et al. And also the 

system [33] that has been created is based on a simple web [34] so that it makes it easier for users, namely 

farmers, to run it [35], so that farmers can predict the results of rice production that will be planted, by knowing 

what factors can influence increasing rice production, so that it is hoped that rice production can be more 

optimal and support national food security. 

2. Method 

The method used in this study is CRISP-DM which stands for Cross-Industry Standard Process for Data 

Mining. [36] This method serves as a standard approach to managing data mining projects, offering a 

structured framework that helps in the process of extracting information or knowledge from data, as in Figure 

1. 

 

Figure 1. CRISP-DM Method 
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CRISP-DM is a widely recognized methodology, [37], due to its flexibility in various industries, including 

agriculture, to organize and manage data mining projects. In the context of rice production prediction, CRISP-

DM facilitates comprehensive data analysis with structured stages from start to finish of the process, ensuring 

that each stage from data collection to interpretation of results runs in a structured manner. By using the 

CRISP-DM approach, understanding agricultural factors such as rainfall, fertilizer use, or pest attacks is an 

important part of the business understanding stage. After that, data preparation is carried out to ensure that 

the data analyzed is valid and relevant, followed by modeling using the selected algorithm, such as multiple 

linear regression. This method ensures that the analysis is carried out thoroughly and is oriented towards the 

end goal, [38] namely providing results that can be used in decision making to increase rice production. 

CRISP-DM allows for clear guidance in each stage, making it an effective and efficient method in processing 
and analyzing big data, and helps bridge the gap between raw data and actionable information for improved 
production results. The explanation of the stages is as follows : [39] 

• Business understanding, The initial stage involves understanding the agricultural context and the 

various factors that influence production results, to ensure that the model applied is in accordance with 

the problems faced by farmers in the field. Next, data obtained from farmers and other sources are 

prepared and processed for analysis using a multiple linear regression model. This step also includes 

determining the objectives of rice production predictions, such as estimating harvest results, identifying 

factors that influence production results, developing agricultural strategies, and understanding the 

needs of farmers and related parties. Based on the results of observations and interviews, it was found 

that land area, rainfall, pest attacks, and the use of urea and phonska fertilizers are the main factors that 

influence rice production.. 

• Data understanding, once the business objectives are understood, the next step is to understand the 

available data. This includes collecting initial data, exploring data characteristics, and identifying data 

quality and limitations. Exploratory data analysis is performed to find patterns, outliers, or 

inconsistencies that may affect the analysis in the next stage. 

• Data preparation, this stage includes various activities aimed at producing a final data set that is ready 

to use. [40] The data obtained at this stage is usually in raw form, which often has low quality, for 

example there are missing values, errors, or inconsistencies, [41] therefore, a data cleaning process is 

needed first. The cleaning steps include deleting duplicate data, filling in missing data, fixing 

inconsistent data, and correcting typing errors. In addition, the data is also further processed to ensure 

that its quality is adequate before being analyzed. Core activities in this stage include selecting relevant 

variables, cleaning data from anomalies or missing data, and transforming data to suit the model to be 

used. This data preparation stage is often the most time-consuming step in the CRISP-DM process. 

• Modelling, this stage is when algorithms or statistical methods are applied to the prepared data. At this 

stage, various models such as regression, decision trees, clustering, or artificial neural networks are 

selected and applied. The team then tests and validates these models to find the model that best suits 

the business problem at hand. 

• Evaluation, once the model is built, an evaluation phase is conducted to assess the quality and 

performance of the model in the context of business objectives. Evaluation involves testing the model 

against test or validation data and comparing the results to predetermined metrics. At this stage, 

researchers will also determine whether the model has answered the business problem correctly or 

whether additional steps are needed. 

• Deployment, the final stage of CRISP-DM is the implementation of the model into operational systems. 

This includes disseminating the results of the analysis to stakeholders or integrating the model into 

business applications for use in day-to-day decision making. Documentation and maintenance of the 

model are also important parts of this stage to ensure that the model remains relevant and can be 

updated when needed. 
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3. Results and Discussion  

The application of multiple linear regression algorithm in this study in the context of machine learning 

provides the ability to analyze the relationship between various variables that affect rice production, such as 

rainfall, land area, fertilizer use, and the number of pests. Multiple linear regression was chosen because of its 

ability to capture the linear relationship between several independent variables with the dependent variable, 

namely rice production yield. This prediction process not only provides an estimate of production results, but 

also allows for better decision making in the management of agricultural resources. 

The CRISP-DM method ensures that the entire process runs in a structured manner and focuses on the 

final goal, namely obtaining accurate and useful predictions, with systematic and structured steps, as follows 

:  

3.1. Business Understanding 

The first stage, namely understanding the agricultural context and factors that influence production 

results, ensures that the model used is relevant to the problems faced by farmers in the field. After that, data 

collected from farmers and other sources are prepared and processed to be entered into a multiple linear 

regression model. Identifying the objectives of rice production prediction, such as estimating production 

results, identifying factors that influence rice production results, and planning agricultural strategies. and 

understanding the needs of farmers and stakeholders related to rice production predictions. And from the 

results of observations and interviews conducted, there are factors that influence rice production, namely land 

area, rainfall, pests and the use of urea and phonska fertilizers. 

3.2. Data Understanding 

Data collection on rice production was conducted through direct interview methods and distributing 

questionnaires to rice farmers in the city of Pagar Alam and its surroundings, which is one of the areas with 

the highest rice production levels in South Sumatra. This questionnaire focused on collecting information 

related to various factors that affect rice production. The data that was successfully collected was then 

presented in tabular form to facilitate analysis. The process of collecting data from farmers through interviews 

and questionnaires is very important to obtain direct information from the main source, namely farmers, who 

have a deep understanding of field conditions and factors that affect crop yields. By choosing the city of Pagar 

Alam and its surroundings as the research location, because this area is known as one of the significant rice 

production centers in South Sumatra, this study is expected to provide a representative picture of the condition 

of rice farming in the region. 

3.3. Data Preparation 

Data preprocessing, such as normalization, is an important step in statistical analysis because raw data is 

often not in a form that is ready for direct processing. Normalization, as one of the techniques, ensures that 

the variables used have the same range of values, so that the multiple linear regression algorithm can function 

optimally. This step also includes checking the validity of the data to ensure that there are no missing values, 

duplicate data, or anomalies that can affect the results of the analysis. There are several steps in data 

preparation that are carried out, the following are the stages that are carried out. 

The data selection stage is an important initial step in the data analysis process, where relevant data is 

selected from a larger data set. This selection must be adjusted to the desired modeling objectives, so that only 

significant and relevant variables are included. In today's technological era, tools such as Google Colaboratory 

are often used to facilitate this process. With Google Colaboratory, we can write and run code collaboratively 

in a cloud environment that is integrated with Python and various data science libraries. The implementation 

of coding in Google Colaboratory allows researchers to select data more efficiently and flexibly, the coding is 

as follows : 
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The coding of select data 
import pandas as pd 
import numpy as np 
from sklearn.model_selection import train_test_split 
from sklearn.linear_model import LinearRegression 
from sklearn.metrics import mean_squared_error, r2_score 
import matplotlib.pyplot as plt 
import seaborn as sns 
df = pd.read_excel('Data_Padi_Baru.xlsx') 

df 

The results can be seen in Table 2, below : 

Table 2. Rice Production Data and Factors Influencing It 

Record Harvest Yield (Y) Land Area (X1) Rainfall (X2) Pest (X3) Urea (X4) Phonska (X5) 

0 10000 1000 405 10 150 150 

1 20000 2000 356 15 300 250 

2 20000 1500 305 10 200 250 

3 500 60 97 10 100 50 

4 20000 1700 279 25 300 150 

5 10000 1000 272 10 150 150 

6 20000 2000 356 15 300 250 

7 20000 1000 305 10 200 250 

8 500 60 167 10 100 50 

9 20000 1000 83 25 300 150 

10 10000 1200 97 10 150 150 

11 20000 2000 279 15 300 250 

12 500 60 272 10 100 50 

13 20000 1000 247 25 300 150 

14 10000 900 356 10 150 150 

15 20000 1200 305 10 200 250 

16 500 60 167 10 100 50 

17 20000 1000 83 25 300 150 

18 10000 700 97 10 150 150 

19 600 800 279 15 200 200 

21 10000 1000 97 10 150 150 

22 20000 1500 279 15 300 250 

23 20000 1800 272 15 300 250 

24 20000 1000 247 10 200 250 

... ... ... ... ... ... ... 

... ... ... ... ... ... ... 

998 5500 450 313 10 100 50 

999 8000 750 182 15 200 100 

1000 10000 1000 405 10 150 150 

 

From the table above, it can be seen that the variables "land area, rainfall, pests, urea and phonska" are 

independent variables (predictors), while the variable "harvest yield" is the dependent variable (response), 

using a total of 1,000 research data records. In the context of this study, independent variables or predictors 

are factors that are expected to influence rice harvest yields. Land area, for example, represents the available 

physical resources, while rainfall is an important environmental factor for plant growth. The presence of pests 

is a challenge that can disrupt production, while the use of fertilizers such as urea and phonska is an effort to 

increase soil fertility and, ultimately, crop yields. By using 1,000 data records, this study has a large enough 

database to train a multiple linear regression model, so it is expected to provide more accurate and 

representative analysis results. This dataset size also increases the validity of the predictions produced, 

because it covers a wider variety of agricultural conditions and related factors that influence rice production 

3.4. Modelling 

The selection of multiple linear regression algorithm as a predictive model for rice production estimation 

is a strategic step. This model is trained using data that has been processed and prepared in advance, by 

utilizing the Google Collaboratory platform as a development and analysis tool. In this phase, the data mining 

process is carried out on the dataset that has gone through the preprocessing stage, ensuring that the data is 

ready for further analysis. Using Google Collaboratory as a platform provides several advantages, such as 

access to higher computing power and the ability to share and collaborate with teams in real-time. The data 
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mining step at this stage is very important to ensure that important patterns in the data can be identified. This 

process not only prepares the data for analysis, but also helps in finding anomalies or inconsistent data, so 

that the multiple linear regression model can provide more accurate and reliable predictions. Data mining also 

allows the identification of historical trends, which can be very useful in modeling the complex relationships 

between environmental factors and rice production. At this stage, the dependent variable is determined as 

Harvest Yield (Y) and the independent variables (X) are Land Area, Rainfall, Pests, Urea, and Phonska, with 

the following coding : 

The coding of data mining 
# Independent variables (X1 until X5) 

X = df[['Land area (X1)', ' Rainfall (X2)', ' Pest (X3)', 'Urea(X4)', 'Phonska(X5)']] 

# Dependent variable (Y) 

y = df['Yields (Y)'] 

# Splitting the dataset into training and testing data (80% training, 20% testing) 

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42) 

# Initialization of linear regression model 

model = LinearRegression() 

# Training the model with training data 

model.fit(X_train, y_train) 

# Predicting target values for testing data 

y_pred = model.predict(X_test) 

# Viewing the regression coefficients 

print("Regression Coefficient: ", model.coef_) 

# Looking at the intercept (intersection point) 

print("Intersep: ", model.intercept_) 

From the above coding, the output message is displayed after the linear regression model is trained on the 

data set (X and Y). After the learning process is complete, the linear regression coefficients displayed are as in 

Table 3. Below : 

Tabel 3. Coefficient Values on the specified variables 

Variables Value 

Constants -3836,2639 

Land area 5,7336 

Rainfall 1,2710 

Pest 6,1153 

Urea 1,6226 

Phonska 1,2581 

 

Based on the results of the analysis using multiple linear regression, a regression model was obtained that 

was able to explain the relationship between independent variables and dependent variables significantly. 

Multiple linear regression is used because of its ability to handle more than one independent variable, thus 

providing a more comprehensive view of the factors that influence the dependent variable, as follows : 

𝑌 = 𝑎 +  𝑏1𝑋1 +  𝑏2𝑋2 +  𝑏3𝑋3 + 𝑏4𝑋4 +  𝑏5𝑋5 +  𝑒                                   (1) 

Become : 

𝑌 = (−3836,2639) + (5,7336) 𝑥 𝐿𝑎𝑛𝑑 𝐴𝑟𝑒𝑎 + (1,2710) 𝑥 𝑅𝑎𝑖𝑛𝑓𝑎𝑙𝑙 + (6,1153) 𝑥 𝑃𝑒𝑠𝑡 + (1,6226) 𝑥 𝑈𝑟𝑒𝑎 +

(1,2581) 𝑥 𝑃ℎ𝑜𝑛𝑠𝑘𝑎 + 𝑒                                                                                                                                                          (2) 

From the results of this regression analysis, we can understand the role of each independent variable on 

rice production, with several interesting findings that can be explained further : 

• Intercept (-3836.2639): This intercept shows that if all independent variables, such as land area, rainfall, 

number of pests, and fertilizer use, are zero, then rice production will be at a negative point of -
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3836.2639. Although in a practical context this may not be realistic (because these variables are rarely 

zero), this intercept provides a theoretical basis for starting the calculation of the prediction model. 

• Land Area Coefficient (5.7336): This coefficient shows that every additional unit of land area will 

increase rice production by 5.7336 units, assuming other variables are constant. This confirms the 

importance of land expansion in increasing productivity. Farmers can use these results to consider how 

to maximize the land they have in the production process. 

• Rainfall Coefficient (1.2710): An increase in rainfall by one unit will increase production by 1.2710 units. 

This result shows that rainfall plays an important role in supporting the growth of rice plants, although 

its influence is not as large as other variables such as pests. However, farmers must still pay attention 

to the ideal distribution and intensity of rainfall in order to maximize production results.Land Area 

Coefficient (5.7336): This coefficient shows that every additional unit of land area will increase rice 

production by 5.7336 units, assuming other variables are constant. This confirms the importance of land 

expansion in increasing productivity. Farmers can use these results to consider how to maximize the 

land they have in the production process. 

• Pest Coefficient (6.1153): This high coefficient indicates that increasing the number of pests will actually 

increase rice production significantly, by 6.1153 units. This finding may seem contradictory at first 

glance, because pests are usually considered detrimental. It is possible that the data or model used has 

anomalies, or there may also be an indirect relationship between the number of pests detected and the 

intensity of control carried out by farmers, which ultimately increases production. 

• Urea Coefficient (1.6226): Urea fertilizer plays a small but significant role in rice production. Increasing 

urea use by one unit will only increase production by 1.6226 units. This indicates that urea provides 

benefits, but its contribution may be more effective when combined with other factors such as different 

types of fertilizers or certain soil conditions. 

• Phonska Coefficient (1.2581): The use of Phonska fertilizer, with a relatively large coefficient (1.2581), 

shows a fairly strong impact on rice production. Each addition of one unit of Phonska will increase 

production significantly, indicating that this fertilizer has a greater effect than urea, perhaps because its 

nutrient content is more complex and more in line with the needs of rice plants. 

From this analysis, it can be concluded that agronomic factors such as land area and fertilizer use have 

varying impacts on rice production. Land area and Phonska fertilizer use emerged as the two factors with the 

most positive influence, indicating that land optimization and proper fertilizer use are important strategies in 

increasing yields. Meanwhile, the anomaly that emerged regarding the influence of pest numbers highlights 

the importance of effective pest control in rice production. Although pests are usually considered detrimental, 

this analysis may reflect that increasing pest numbers trigger the use of more intensive control methods, which 

can indirectly increase production yields. These results indicate that good land and resource management 

strategies are essential in a sustainable agricultural system. 

Furthermore, although rainfall plays an important role, its impact is relatively small compared to other 

variables. This implies that in situations with extreme rainfall variations, farmers need to consider more 

sophisticated irrigation or water management technologies to maintain optimal production results. 

3.5. Evaluation 

Once we have created a prediction model for rice production, we need to check whether it is really reliable. 

To do this, we calculate some numbers that show how well our model works. The first number is RMSE, which 

shows how far our predictions are from the actual results. The smaller the number, the more accurate our 

predictions are. The second number is R-squared, which shows how much of the rice production our model 

can explain. The larger the number, the better our model is at explaining rice production. 
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The coding of Displaying evaluation results 

# Count Mean Squared Error (MSE) 

mse = mean_squared_error(y_test, y_pred) 

# Count R-squared (R²) 

r2 = r2_score(y_test, y_pred) 

# Displaying evaluation results 

print(f"Mean Squared Error (MSE): {mse}") 

print(f"R-squared (R²): {r2}") 

From the results of the multiple linear regression analysis carried out on the data, the following are the 

results of calculating the Root Mean Square Error (RMSE) value and the coefficient of determination (R2) : 

• RMSE (Root Mean Square Error): The RMSE value is 17065084.9641. This shows that the average error 

of the model prediction compared to the actual value is about 17065084 units. The smaller the RMSE value, 

the better the model is in predicting the crop yield. 

• Coefficient of Determination (R2): The R2 value is 0.6487. This means that about 64.87% of the 

variability in rice yields can be explained by the independent variables in this model (land area, rainfall, pests, 

use of urea fertilizer, and phonska). The remaining 33.4% of the variability can be caused by other factors not 

included in this model. 

3.6. Deployment 

The deployment stage is the final step in compiling a data mining report. This report includes information 

that describes the knowledge or patterns found from the data mining process. In this study, the resulting 

pattern involves the use of training and testing data. To measure the level of model accuracy, testing was 

carried out using the python programming language. From this test, new insights were obtained that multiple 

linear regression can be applied in predicting agricultural production results, especially in the context of this 

study. Google colaboratory can also display scatter plots between actual values (y_test) and predicted values 

(y_pred) as well as residual plots, this diagram shows how well your model predicts the actual value. The 

straight line (red) represents a perfect prediction, where the actual value is the same as the predicted value. 

with the following coding : 

The coding of display scatter plot 

plt.figure(figsize=(8,6)) 

plt.scatter(y_test, y_pred, color='blue') 

plt.plot([min(y_test), max(y_test)], [min(y_test), max(y_test)], color='red', linewidth=2) 

plt.title('Scatter Plot: Actual vs Predicted') 

plt.xlabel('Nilai Aktual (y_test)') 

plt.ylabel('Nilai Prediksi (y_pred)') 

plt.show() 

which looks like Figure 2. Below: 

 

Figure 2. Scatter Plot vs Predicted 
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The residual plot shows the difference (residual) between the actual and predicted values. Ideally, the 

residuals should be randomly distributed around the zero horizontal line. If there is a clear pattern, the model 

may not fit the data (misfit). 

The coding of display residual plot 

# Count residual 

residuals = y_test - y_pred 

# Make residual plot 

plt.figure(figsize=(8,6)) 

sns.scatterplot(x=y_pred, y=residuals, color='purple') 

plt.axhline(y=0, color='red', linestyle='--') 

plt.title('Residual Plot') 

plt.xlabel('Nilai Prediksi (y_pred)') 

plt.ylabel('Residual') 

 plt.show() 

which looks like Figure 3. Below: 

 

Figure 3. Residual Plot 

And then apply the multiple linear regression model into a web-based application to be used in predicting 

future rice production and designing a strategy for using the prediction results to support better decision 

making, using a web-based prediction system tool. Where this system is a tool that is easy for farmers to use 

to find out the results of rice production predictions, which can be accessed anywhere and anytime online so 

that they can optimize their rice production results. 

4. Conclusion  

Based on the results of the multiple linear regression model, it was obtained that this model was quite 

significant with an R-squared of 64.87%, indicating that variables such as land area, pests, and the use of 

phonska fertilizer had a major impact on yields, while rainfall was not significant in this model, meaning it 

did not statistically affect yields while the remaining 35.13% was influenced by other factors not discussed in 

this study. The accuracy of the model using RMSE testing was around 17065084.9641. This multiple linear 

regression model has an R2 value of 0.6487, indicating that most of the variability in rice yields can be 

explained by the selected independent variables. Although the RMSE value of 17065084 indicates a prediction 

error, this value can still be considered quite good considering the complexity of the factors that affect rice 

production. The relatively high R2 value indicates that this model is reliable enough to be used in predicting 

rice production based on the variables that have been identified. However, to improve prediction accuracy, it 

may be necessary to add other variables or further refine the model. 
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