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Language serves as a medium of human communication to convey 
ideas, emotions, and information, both orally and in writing. Each 
language possesses vocabulary and grammar adapted to the local 
culture. One of the regional languages that enriches Indonesian as 
the national language is Minangkabau. This language has four main 
dialects, namely Tanah Datar, Lima Puluh Kota, Agam, and Pesisir. 
Within the Pesisir dialect, there are several variations, including the 
Padang Kota, Padang Luar Kota, Painan, Tapan, and Pariaman 
dialects. This study discusses the application of Text-to-Speech (TTS) 
technology to the Minangkabau language, specifically the Pariaman 
dialect, using the Variational Autoencoder with Adversarial 
Learning for End-to-End Text-to-Speech (VITS) method. This dialect 
needs to be preserved to prevent extinction and supported through 
technological development that broadens its use. The VITS method 
was chosen because it is capable of producing natural and high-
quality speech. The research stages include voice data collection and 
recording, VITS model training, and speech quality evaluation using 
the Mean Opinion Score (MOS). The final results show a score of 4.72 
out of 5, indicating that the generated speech closely resembles the 
natural utterances of native speakers. This TTS technology is 
expected to support the preservation and development of the 
Minangkabau language in the Pariaman dialect, as well as enhance 
information accessibility for its speakers. 
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1. Introduction  

Bahasa   Language functions as a medium for humans to express ideas, emotions, and information, both 

in spoken and written forms. Each language has its own vocabulary and grammar adapted to the local culture. 

Indonesia has approximately 724 regional languages distributed across the country [1]. The Minangkabau 
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language is one of the regional languages that significantly contributes to the linguistic diversity of Indonesian 

and is among the languages with the largest number of speakers in the country [2]. The Minangkabau 

language has various linguistic variations distributed across different regions of West Sumatra. These 

variations are commonly referred to as dialects [3].  

A dialect is a fundamental form of language variation that is often associated with particular individuals 
or groups within a society [4]. The Minangkabau language dialects are divided into four main groups, namely 
the Tanah Datar, Lima Puluh Kota, Agam, and Pesisir dialects. Specifically, within the Pesisir dialect, there 
are several sub-dialects, including Padang Kota, Padang Luar Kota, Painan, Tapan, and Pariaman [3]. Regional 
languages, such as the Minangkabau language in the Pariaman dialect, require development efforts to 
preserve their cultural heritage. However, these efforts face challenges, one of which is the tendency of parents 
to prioritize teaching the national language to their children, resulting in the gradual marginalization of 
regional languages [5].  

This situation threatens the continuity of regional languages, including the Minangkabau language of 
the Pariaman dialect. Indonesia has as many as 742 regional languages spread from Sabang to Merauke. Of 
this number, 737 languages are still actively used by their speakers, while the remaining 5 are endangered due 
to a continuous decline in the number of speakers [6]. Therefore, efforts are needed to prevent the extinction 
of regional languages, including the Minangkabau language of the Pariaman dialect. With the advancement 
of technology and the internet, the Pariaman dialect of Minangkabau can be preserved through Text-to-Speech 
(TTS) technology, which converts text into speech [7]. TTS technology is a branch of knowledge within natural 
language processing. TTS is a system that converts text into speech, generated through cloud-based systems 
with application development using Amazon Polly. [8]. A significant development in TTS is marked by the 
emergence of Tacotron 2, which combines mel-spectrogram prediction with the WaveNet vocoder, enabling 
the generation of speech quality that closely resembles natural human utterances [9]. TTS can enhance the 
quality of speech synthesis, where the wav2vec2.0 model at the 9th layer demonstrates the best performance 
for both types of TTS, whether using structured reading or spontaneous speech. [10]. Speech recognition is a 
technology that enables devices to recognize and understand spoken words through the digitization of speech 
signals and pattern matching. At present, modern deep learning-based methods such as wav2vec 2.0 and 
Whisper are capable of improving accuracy through more efficient end-to-end approaches [11]. 

Non-autoregressive TTS models are capable of producing competitive speech quality, with synthesis 
speeds up to 46.7 times faster than autoregressive models such as Deep Voice 3 (DV3) [12]. TTS can improve 
reading skills by providing clear pronunciation, a wide variety of reading materials, and better accessibility 
for individuals who experience difficulties in reading. [13]. TTS also includes models such as FastSpeech 2, 
which is one of the non-autoregressive TTS models designed to improve speech quality. [14]. FastSpeech 2 is 
able to address the one-to-many mapping problem in TTS systems and produce better speech quality by 
incorporating more accurate variation information such as pitch, energy, and duration. [14]. In addition to 
FastSpeech, there is also Mellotron, which offers a different approach to speech synthesis. Mellotron is a 
multispeaker speech synthesis model capable of generating expressive and singing voices without requiring 
specific emotional or singing data, by explicitly utilizing rhythm and pitch contour information. [15]. In TTS 
technology, one of the methods for managing speech data is the Conditional Variational Autoencoder with 
Adversarial Learning for End-to-End Text-to-Speech (VITS). This method employs a Variational Autoencoder 
(VAE) and adversarial training to improve waveform quality. [16].  

This model demonstrates better performance compared to baseline models in generating more natural 
multi-speaker emotional TTS. [17]. In speech synthesis experiments, the VITS model demonstrated superior 
performance compared to FastSpeech2+HiFi-GAN, particularly in terms of the naturalness of the generated 
speech. [18]. VITS was selected in this study due to its high synthesis speed and its ability to generate 
recording-level quality speech for both neutral and sad styles. VITS outperforms the best public TTS systems 
with a Mean Opinion Score (MOS) of 4.39, which is close to natural speech quality. [19]. In this study, the 
speech quality of the TTS system was evaluated using the Mean Opinion Score (MOS) method with the 
involvement of native speakers. [20]. The VITS method was implemented and evaluated using MOS with a 
95% confidence interval on the LJ dataset, yielding a MOS score comparable to natural speech. [19]. The HiFi-
GAN generator variants recorded MOS scores of 3.77, 3.69, and 3.61, outperforming AR- and flow-based 
models, and demonstrating strong generalization capability to unseen speakers. [21]. The high MOS score 
makes this method highly suitable for application in this study. 

Based on various sources reviewed in the background, there is a need for a technology capable of 
producing speech with a high degree of naturalness. This is particularly important in the context of preserving 
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and developing local language technologies, especially within the field of natural language processing. 
Therefore, in this study, the Minangkabau language of the Pariaman dialect was selected as the primary object 
for TTS system development. This selection aims to build a single-speaker TTS model that can accurately 
represent the phonetic characteristics of the Minangkabau Pariaman dialect, while also supporting the broader 
advancement of regional language speech technologies. 

 

2. Method 

The research methodology covers the stages undertaken in conducting the TTS study for the Minangkabau 

language of the Pariaman dialect using the VITS method, as illustrated in Figure 1. 

The research methodology includes the stages undertaken in conducting the TTS study for the 

Minangkabau language of the Pariaman dialect using the VITS (Variational Inference with Adversarial 

Learning for End-to-End Text-to-Speech) method developed by Kim et al. [19]. The research stages are 

presented in Figure 1. 

  

Figure 1. Research Stages 
 

Figure 1 presents the complete flow of the research stages, covering the initial process of data collection 

through to the formulation of conclusions. A detailed description of each stage is provided in the following 

sections. 

2.1. Text Preparation   

The initial stage of this research involved data collection through the preparation of texts to be read by a 

speaker. The recorded speech from these readings was then used as the dataset for TTS model training. The 

language used in this study was Minangkabau with the Pariaman dialect. Speech data were obtained from an 

adult female native speaker of this dialect. The speaker was born, raised, and resided in Pariaman until the 

age of 21, thereby representing the accent and phonetic characteristics of the Pariaman dialect. In this process, 

the speaker read 500 sentences that had been prepared as a script. After the text preparation and research 

outputs were completed, a validation process was conducted by a Minangkabau language expert specializing 

in the Pariaman dialect, residing in the local area, to ensure the accuracy and appropriateness of the language 

used in this study. 
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2.2. Audio Recording   

Subsequently, the audio recording process was carried out in WAV 16-bit mono PCM format, with each 

audio clip ranging from 1 to 10 seconds in duration. All recordings were maintained to be free from 

background noise and distortion, and to avoid long silent pauses at the beginning, middle, or end. After 

ensuring compliance with these technical requirements, the next stage was the voice recording process, which 

was conducted through the following steps: 

a. The first step was selecting a location away from noise sources to minimize excessive noise during voice 
recording. 

b. The recording process was then carried out using a script, with each sentence consisting of 4–5 words and 
ranging from 1 to 10 seconds in duration. 

c. After completing all the recordings, a cleaning process was performed using the Audacity web platform 
with an audio sample rate of 22,050 Hz, ensuring that the speech samples maintained good quality without 
disruptive background noise. 

d. Finally, after all recordings had been cleaned, the format was converted from MP3 to WAV and stored in 
a single folder. 

2.3. Dataset Preparation   

In this study, the dataset consisted of 500 recorded sentences in the Minangkabau language of the 

Pariaman dialect, divided into 450 training data and 50 testing data. All recordings were produced by a native 

speaker of the Pariaman dialect, an adult female aged 48, to ensure authenticity of accent and pronunciation. 

The audio files were recorded in WAV format to preserve sound quality. The dataset was organized into two 

main components: a Comma-Separated Values (CSV) file for the text and the audio dataset stored in a Google 

Drive directory. All audio recordings were placed in a folder named 'wav,' while the sentence texts were 

documented in a 'metadata.csv' file following the LJSPEECH format, which included columns for the file 

name, the text in Indonesian, and its translation in Pariaman. The rules for structuring the metadata.csv file 

are explained as follows: 

 
a. In the first column of metadata.csv, the file name is written without the prefix 'wavs/' and without a period 

('.') at the end. For example, the file '1.wav' is simply written as '1'. 
b. The second column contains the original text exactly as written. 
c. The third column contains the pronunciation of the text in the second column. If there is no difference 

between the text and its pronunciation, simply copy the content of the second column into the third. For 
example, if the second column contains 'satu', then the third column is also written as 'satu'. 

d. Use the symbol | as the column separator instead of a semicolon (;). An example of a row format in 
metadata.csv is: '1 | Satu | Satu'. 

 

2.4. Training with VITS 

At the training stage, the collected data were uploaded to Google Drive to facilitate access through Google 

Colab. The training process employed the Python programming language to process the previously divided 

dataset, aiming for the model to deliver the best performance among all candidates in terms of speech 

naturalness, with scores comparable to the reference voice, thereby demonstrating synthesis quality close to 

that of native speakers [13]. This resulted in a model capable of producing clear and natural speech in 

accordance with the research requirements. The workflow stages for training the VITS model are as follows: 

a. Text Encoder 
This stage begins by converting the text into phoneme representations, after which the Text Encoder 
transforms them into latent representations in the form of numerical data containing essential phoneme 
information. The phonemes, as the smallest units of sound, are then processed in the subsequent stages. 

b. Projection 
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The output of the Text Encoder is then projected into latent distribution parameters during the Projection 
stage, enabling the model to statistically link text representations with audio. 

c. Monotonic Alignment Search 
Next, this stage seeks alignment between the text representations from the encoder and the audio by 
mapping each phoneme to its precise duration and position within the audio sequence. 

d. Flow 
After alignment, the flow stage transforms the latent distribution into a distribution that matches the audio 
characteristics, allowing random inputs to be converted into more realistic audio outputs. 

e. Stohastic Duration Predictor 
In this stage, the model stochastically predicts the duration of each phoneme by adding noise, resulting in 
audio signal lengths that are more natural and less rigid. 

f. Posterior Encoder 
The Posterior Encoder processes the audio's linear spectrogram to generate latent representations (z), 
which are then sliced to create smaller, more manageable signals for encoding, ultimately producing 
speech corresponding to the input text. 

g. Decoder 
In the final process, the decoder reconstructs the audio signal from the encoding to produce raw speech 
waves that correspond to the input text and sound natural. 

h. Raw Waveform 
The raw waveform is the final output of the Text-to-Speech process, representing the speech signal in its 
original form. 
 

2.5. Evaluation Using the Mean Opinion Score (MOS) 

The evaluation stage is the final part of this research process, conducted after the successful 

implementation of the system. In this study, the evaluation was performed using the Mean Opinion Score 

(MOS) method to assess the quality of the generated speech. MOS is a subjective evaluation method that 

involves human judgment to measure speech quality based on the average scores provided by listeners. This 

method is commonly used in TTS systems to evaluate the accuracy and naturalness of speech. In this study, 

the researchers applied a MOS rating scale from 1 to 5 to assess speech quality and the correspondence of the 

dataset to the original voice, while also determining the final score of the system-generated speech [22]. 

However, although MOS is effective, this method has limitations due to its subjective nature and the 

substantial resources it requires, making it necessary to complement it with objective evaluation metrics based 

on neural networks [23]. The MOS method is effectively used in evaluating TTS systems, as demonstrated in 

studies showing that the TTS model achieved the highest score of 4.09, followed by Transformer-L with a score 

of 4.06, and P-FastSpeech-L with a score of 3.78 [24]. 

MOS evaluation was conducted on 50 test samples converted into audio using the trained model to 
assess speech quality and accuracy. Five listeners were involved as evaluators, following common practice in 
TTS research, where 5–10 listeners are considered sufficient to obtain representative subjective assessments, 
provided the evaluation is consistent and controlled. If the obtained scores fell below 4, the model training 
was repeated until scores exceeded 4, indicating that the speech was natural and met the expected quality. 
Furthermore, the practice of using MOS has also been applied in recent research on speech quality assessment 
by Coldenhoff et al. (2024) [25]. As shown in Table 1, the MOS rating scheme refers to the standard 1–5 MOS 
scale, as described by Jiang et al. (2020) [26]. 
 

Table 1. Score MOS 

MOS Quality Rating Score Degradation 

5 Excellent No noticeable errors 

4 Good Errors present but not disruptive 

3 Fair Errors present and slightly disruptive 

2 Poor Errors present and disruptive 

1 Bad Errors present and highly disruptive 
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3. Results and Discussion  

3.1. Data Collection 

Dataset collection is a crucial initial stage in the implementation of this research. This step was undertaken to 
ensure that the data used were not only relevant but also of sufficient quality to optimally support the VITS 
model training process. Accuracy, completeness, and alignment of the data with the characteristics of the 
Minangkabau Pariaman dialect were prioritized in this process, as non-representative data could significantly 
affect the model's outcomes and performance. Additionally, a common challenge in TTS systems is 
interference from multi-speaker environments, which can reduce speech recognition accuracy and synthesis 
clarity. The VoiceFilter study proposed a speaker-conditioned speech separation approach to isolate the target 
voice from multi-speaker mixtures, thereby maintaining the quality of the input [27]. Therefore, the dataset 
collection process was conducted systematically and through several structured stages to ensure the validity 
and integrity of the acquired data. The limited amount of data represents a major challenge in developing TTS 
systems for regional languages, which are considered low-resource. However, recent studies have shown that 
weakly labeled data can still be effectively utilized to build competitive speech translation models for low-
resource languages [28]. The stages carried out in this process are described as follows. 

 

3.1.1. Text 

The Minangkabau Pariaman dialect data used in this study were obtained from two main sources. The first 
source came from interviews with the Head of the Nagari Consultative Body (Bamus Nagari) of Koto Dalam, 
Mr. Burhanudin, resulting in approximately 500 sentences in the Pariaman dialect along with their Indonesian 
equivalents. The second source consisted of written texts, namely the folk tale books Kaba Siti Baheram and 
Kaba Sabai Nan Aluih. The sentences from these books were reviewed together with the speaker to ensure their 
consistency with the Pariaman dialect. The combination of these two sources aimed to enrich the linguistic 
variation and contextual diversity in the dataset. 
 
 

Table 2. Minangkabau Pariaman Dialect Texts 

No. Minangkabau Pariaman Dialect Indonesian Translation 

1. Jan Makan dibiliak Makan tu dilua Jangan makan dikamar makan tu diluar 

2. Mukasuik awak datang kamari alah taniek dari 

dulu 

Maksud saya datang kesini sudah terniat dari 

dulu 

3. Kasiko lah duduak, duduak baselo dimuko 

mamak, danga an bana 

Kesinilah duduk, duduk bersila didepan paman, 

dengarkan benar 

4. Rundiangan elok-elok sabalun habih kato 

urang 

Rundingkan baik-baik sebelum selesai kata 

orang 

5. Pai lah ang mandi lu, lah ba baun badan ang 

mah 

 

Pergi lah kamu mandi dulu, sudah bau badan 

kamu ini 

6. Kok baranak dirumah urang, anak diasuah ka 

nan elok 

Kalau beranak dirumah orang, anak diasuh ke 

arah yang baik 

7. Anak di pangku kamanakan dibimbiang Anak dipangku keponakan dibimbing 

8. Nan pandai awak surang, kok nan buruak 

parangai urang 

 

Yang pandai kita sendiri, kalau yang buru 

perangai orang 

9. Jan mandi hujan beko ang damam Jangan mandi hujan nanti kamu demam 

10. Jan mamanuang beko hilang pangana ang Jangan bermenung, nanti hilang pikiran kamu 
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Table 2 presents a small portion of the complete dataset of 500 sentences, encompassing various types 
of everyday expressions such as greetings, statements, questions, proverbs, and narratives related to local 
cultural contexts. These sentences were carefully selected to represent the structural and lexical variations 
characteristic of the Minangkabau Pariaman dialect, aiming to enhance both the representational coverage 
and the accuracy of the developed TTS model. 

 

3.1.2. Audio Recording 

The voice recordings were conducted by a native speaker of the Minangkabau Pariaman dialect, Yetri Martini, 
a 47-year-old adult female who works as a homemaker. She was selected as the speaker due to her deep 
understanding of and active use of the Minangkabau Pariaman dialect in daily life. All collected texts were 
read aloud and recorded by the speaker using a smartphone device. 
 
 

 

 
Figure 2. Voice Recording 

 

Figure 2 illustrates the results of the voice recordings, which were saved in the .m4a audio format, 
corresponding to the default format of the device used. 
 

3.1.3. Cleaning Data Audio 

The audio cleaning process was performed manually using Audacity software. The cleaning stages 
included trimming sections of the recordings containing long pauses at the beginning, middle, or end of the 
audio files. Additionally, adjustments were made to technical parameters such as sample rate, encoding, 
number of channels, and audio format. The resulting audio recordings were saved in .wav format with 16-bit 
resolution, using a single mono audio channel and Pulse-Code Modulation (PCM) encoding, commonly 
employed in digital audio signal processing. The audio files were set to a sample rate of 22,050 Hz, which is 
technically considered sufficient to capture human speech quality without generating excessively large file 
sizes. This configuration was deemed suitable for training a machine learning-based TTS system, as it balances 
computational efficiency with the clarity of audio data necessary for building accurate and natural-sounding 
speech models. 
 

 
Figure 3. Cleaning Data 
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Figure 3 illustrates the audio cleaning process, in which long pauses at the beginning, middle, or end of 
sentences were manually removed using the cut-to-cut method. Once the cleaning process was completed and 
the results were considered optimal, the researchers adjusted the configuration to export the cleaned .wav 
files. This configuration included using 16-bit PCM audio format and a sample rate of 22,050 Hz, indicating 
the number of audio samples taken per second. 
 

3.2. Dataset Preparation 

The dataset, consisting of cleaned and format-adjusted audio files, was divided into 450 training samples and 

50 testing samples for the model evaluation stage. A 90% training and 10% testing split was chosen following 

common practices in machine learning, where the majority of data is allocated for training to allow the model 

to learn optimally, while a smaller portion is used to test the model's generalization. Meanwhile, the text 

dataset obtained from the transcripts of the recordings in the previous Excel file was converted into Comma 

Separated Values (CSV) format and saved as metadata.csv. 

3.2.1. Metadata Creation 

Table 3. Training Data Metadata 

1 Jan Makan dibiliak Makan tu dilua jan makan dibiliak makan tu dilua 

2 Mukasuik awak datang kamari alah taniek dari 

dulu 

mukasuik awak datang kamari alah taniek dari 

dulu 

3 Kasiko lah duduak, duduak baselo dimuko 

mamak, danga an bana 

kasiko lah duduak, duduak baselo dimuko 

mamak, danga an bana 

4 Rundiangan elok-elok sabalun habih kato 

urang 

rundiangan elokelok sabalun habih kato urang 

5 Pai lah ang mandi lu, lah ba baun badan ang 

mah 

pai lah ang mandi lu, lah ba baun badan ang mah 

6 Kok baranak dirumah urang, anak diasuah ka 

nan elok 

kok baranak dirumah urang, anak diasuah ka 

nan elok 

7 Anak di pangku kamanakan dibimbiang anak di pangku kamanakan dibimbiang 

8 Nan pandai awak surang, kok nan buruak 

parangai urang 

nan pandai awak surang, kok nan buruak 

parangai urang 

9 Jan mandi hujan beko ang damam jan mandi hujan beko ang damam 

10 Jan mamanuang beko hilang pangana ang jan mamanuang beko hilang pangana ang 

  
Table 3 presents a small portion of the complete training dataset, which consists of 450 samples in total. 

These data were extracted from the metadata.csv file, organized according to the LJSpeech standard format, a 
common format used in TTS system development. In its original form, the metadata.csv file is not a table but 
a text file where each line contains three main components separated by the | character: (1) the audio file 
name, (2) the original or prepared transcript, and (3) the cleaned transcript. The use of the | separator allows 
the TTS system to recognize the relationships between components in a structured manner, thereby 
supporting the efficiency of the model training and inference processes. 

Additionally, the LJSpeech format implements additional rules such as writing numbers in word form 
(e.g., the number 35 is written as 'thirty-five') and prohibiting abbreviations (e.g., 'dgn' must be written as 
'dengan', and 'sbg' as 'sebagai'). These rules aim to maintain consistency and cleanliness of the text data. The 
tabular presentation in this article is intended to visualize the data structure more clearly, facilitating 
readability and manual verification, even though the original format is not in table form. 
 

3.2.2. Dataset Folder Structure 

After the audio data were divided into 450 samples for use as training data in the model training 
process, the next step was to upload the data to Google Drive as part of the training preparation. The data 
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were stored in a folder named 'dataset.' Organizing the data in a structured and orderly manner aims to 
minimize errors and ensure ease of access during the model training process. 
 

 

Figure 4. Dataset Folder Structure  
 

Figure 4 shows the dataset directory structure, consisting of the 'wavs' folder and the metadata.csv file, 
stored on Google Drive and used during the model training stage in Google Colab. The 'wavs' folder contains 
450 .wav audio files in the Minangkabau Pariaman dialect, all of which have undergone the cleaning process. 
Organizing the data in this structure is designed to facilitate integration into the training environment and 
ensure compatibility with the model architecture used. 

 

3.3. Training with VITS 

The training process is a crucial stage in model development, as without this step, the model cannot be built 

or used to generate text-to-speech output. In the initial training stage, the model was trained using an initial 

batch consisting of 32 samples. The batch size selection follows the windowed generator training approach, in 

which short segments of the latent representations are randomly extracted with a window size of 32 to 

optimize memory efficiency and training time [15]. The training used inputs in the form of phoneme sequences 

as token IDs and spectral representations as spectrograms. The training log recorded initial information as 

Epoch 0/20000, Step 0/14, and Global Step 0/280000, indicating that the process started from the initial index 

and was designed to continue until Epoch 19999, Step 13, and Global Step 279999. The training process was 

conducted gradually from May 1 to May 5, 2025, resulting in the production of the trained model. 

 

Figure 5. Model Training Process 
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Figure 5 shows the training process, displaying the recorded Epoch, Step, and loss values. Upon 
completion of the model training, two files were obtained: best_model.pth and config.json. 
 

 

 

Figure 6. Model Training Results 
 

Figure 6 shows the results of the successfully trained model, yielding two files that will later be used in 
the inference stage. 

 

3.4. Audio Inference with VITS 

For inference, two files obtained from the previous training, namely best_model.pth and config.json, were 

used. These files were uploaded to Google Drive as the data source for generating audio outputs, allowing the 

inference process to be executed directly in Google Colab, with the resulting audio automatically saved to 

Google Drive. As the final stage of the process, the audio data were stored in .wav file format, based on the 

test data previously organized in Excel, as evidenced by the successfully saved audio files for 50 consecutive 

test samples, namely data numbered 451 to 500. 

 

Figure 7. Inference Results 
 

Figure 7 shows the results of the text-to-audio inference process using the synthesizer.tts() function, as 
well as the saving of the resulting audio into .wav files using synthesizer.save_wav(). 

3.5. Evaluation 

At this stage, the Minangkabau Pariaman dialect TTS system based on VITS was evaluated to ensure the 

performance and quality of the audio output. The evaluation employed the subjective MOS method with five 

native speaker respondents. Prior to testing, the data were validated, and each respondent listened to 50 audio 

clips. MOS is a subjective evaluation method used to assess audio quality by asking respondents to score the 

audio they hear, typically on a scale from 1 to 5, where the average score reflects the comfort or naturalness of 

the speech generated by the system. MOS scores are considered effective for studying the prediction of room 
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acoustic parameters and speech quality metrics, providing a comprehensive overview of user satisfaction with 

telecommunication services [25]. The results of the MOS evaluation are presented in Table 4. 

Table 4. MOS Evaluation 

No. Sentence Respondent 

1 

Respondent 

2 

Respondent 

3 

Respondent 

4 

Respondent 

5 

Total Average 

1. Awak takuik 

mancaliek 

darah 

5 5 5 5 5 25 5 

2. Sajak ketek 

awak alah 

pai marantau 

mah 

5 5 5 5 5 25 5 

3. Pai lah ang 

dari siko 

5 5 5 5 5 25 5 

4. Sabananyo 

awak anak 

inyo mah 

5 5 5 5 5 25 5 

: : : : : : : : : 

7. Indak buliah 

mangecek 

kuek – kuek 

ka urang tuo 

doh 

4 4 5 4 4 21 4,2 

8. Marasai 

awak dek 

anak kini ko 

5 5 4 4 5 23 4,6 

9. Disabuik 

bana apo 

gunonyo 

4 5 4 5 5 23 4,6 

: : : : : : : : : 

23. Sagalo nan 

alah tajadi 

dinampak an 

dek tuhan 

disinan 

5 5 5 5 5 25 5 

24. Kok buruak 

bana 

kulikaik 

awak, lun 

buruak bana 

do lai 

4 4 5 4 4 21 4,2 

25. Awak 

maraso 

basuo di 

badan diri 

wak wakatu 

tu 

5 5 5 5 5 25 5 

: : : : : : : : : 
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34. Jan cangok 

bana makan 

tu 

5 5 5 5 5 25 5 

35. Kok 

bakawan tu 

dicaliek 

caliek 

5 5 5 5 5 25 5 

38. Ba a sampik 

bana tampek 

ko? 

5 5 5 5 5 25 5 

39. Dima awak 

kini ko? 

5 5 5 5 5 25 5 

40. Dima inyo 

tingga kini? 

5 5 5 4 5 24 4,8 

48. Latiah bana 

badan awak 

raso e 

5 5 5 5 5 25 5 

49. Sia nan tibo 

ka umah 

patang tu? 

5 5 5 5 5 25 5 

50. Lamak 

banak samba 

nan ang 

buek ko 

5 5 5 5 5 25 5 

MOS 4,72 

 

The results summarized in Table 4 show an average MOS score of 4.72. This value indicates that the 

synthesized speech quality is considered very good to nearly natural (Excellent) by the majority of 

respondents, suggesting that the developed TTS system is capable of producing natural and pleasant-

sounding speech. For respondent selection, five individuals aged between 27 and 43 years were chosen, all of 

whom are native speakers of the Minangkabau Pariaman dialect. Based on the respondents’ assessments, there 

was variation in the scores for the generated speech quality, which were then calculated using the MOS 

method to obtain the average perception of speech quality. 

From these calculations, the total score amounted to 236.2, which was divided by the 50 test sentences, 

resulting in a final MOS value of 4.72, indicating that the model's quality is very good. This result is consistent 

with ESPnet-TTS studies, which also reported high MOS scores on the LJSpeech dataset [29]. However, recent 

studies emphasize that although MOS is effective and widely used for evaluating TTS system quality, this 

method has limitations due to its subjective nature and the required time and cost. Consequently, more 

research has focused on developing objective neural network-based evaluation metrics to complement 

subjective assessment [30]. 

The evaluation results show that most respondents gave high scores, indicating that the TTS speech 

sounds natural and is easily understood. However, some words such as 'doh', 'lapau', 'jauah', and 'onggok' 

were pronounced less clearly or inaccurately, affecting the naturalness and meaning of the sentences. Certain 

intonations also did not fully match the authentic Minangkabau Pariaman dialect. This indicates that the 

model still requires refinement, particularly in intonation variation. Nevertheless, the TTS system is on the 

right track and only requires minor adjustments to improve the results. As a next step, the MOS-based 

evaluation used can be complemented with statistical analysis or objective testing in future studies to 
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strengthen the validity of the findings. This aligns with recent studies stating that although MOS is effective 

for evaluating speech quality, the method is subjective and requires considerable time and cost. Therefore, it 

is recommended to be combined with objective neural network-based evaluation metrics [31]. 

Furthermore, this study has strong relevance to the preservation of regional languages, particularly the 

Minangkabau Pariaman dialect. By developing a TTS system, the regional language is not only documented 

but also brought to life in spoken form, thereby strengthening cultural identity in the digital era. Moreover, 

this technology has potential applications in various real-world domains, such as education, language 

training, and local voice assistants, which can help the community recognize, use, and preserve the 

Minangkabau language in daily life. Thus, the contribution of this study is not only technical but also supports 

digital language preservation efforts to ensure that regional languages remain sustainable and relevant amidst 

technological advancements. 

4. Conclusion  

Based on the results of the study on the Minangkabau Pariaman dialect TTS system using the VITS 

method, this research successfully developed a TTS system for the Minangkabau Pariaman dialect employing 

VITS. The system utilized a dataset consisting of 450 training sentences and 50 test sentences from a native 

adult female speaker. The resulting model was capable of generating synthetic speech closely resembling the 

original speaker. Evaluation with five native speaker respondents using the MOS scale yielded an average 

score of 4.72 out of 5, indicating high-quality and natural-sounding speech. 

The limitations of this study include the use of a dataset sourced from a single speaker, specifically an 
adult female native of the Minangkabau Pariaman dialect, which restricts the speech characteristics to one 
speaker only. For future research, it is recommended to use a multi-speaker dataset with variations in gender 
and age range to enhance the model's ability to handle variations in intonation, expression, and speech clarity 
from different types of speakers. 
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