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This study aims to develop an integrated system combining Machine Learning (ML)
and a Web-Based Expert System for genomic and clinical data analysis to mitigate the
rising diabetes cases in Pagar Alam City. The research adopts the CRISP-DM (Cross-
Industry Standard Process for Data Mining) methodology, encompassing business
understanding, data understanding, data preparation, modeling, evaluation, and
deployment phases. Unlike previous studies relying on standard public datasets, this
research integrates genomic profiles (TCF7L2 and KCNQI1 SNPs) alongside local
clinical parameters from five sub-districts in Pagar Alam. Quantitative data from 640
samples were analyzed using the Support Vector Machine (SVM) algorithm.
Evaluation results during the modeling phase show that the SVM model achieved a
superior accuracy of 99.07%, demonstrating that integrating genomic data significantly
enhances predictive precision. The web-based expert system implemented in the
deployment phase provides personalized prevention recommendations based on
individual risk profiles. This application is expected to serve as a strategic tool for the
Pagar Alam government to enhance the effectiveness of prevention programs through
localized and genetic-based interventions.

This is an open access article under the CC-BY-SA license

1. Introduction

The success of chronic disease prevention, such as Diabetes Mellitus (DM), serves as a primary
indicator of public healthcare quality. The significant surge in DM cases, particularly in South
Sumatra Province with an average annual increase of 35.9%, poses a serious challenge to regional
health system sustainability [1]. This situation is exacerbated by limited healthcare infrastructure in
Pagar Alam City, which relies on only one Regional General Hospital (RSUD) and seven community
health centers (Puskesmas), without any specialized diabetes treatment facilities [2]. Such limitations
impede early detection and effective disease management, necessitating adaptive, inclusive, and

targeted digital health services.

A decisive factor in suppressing diabetes prevalence is the ability of the healthcare system to
detect individual risks early before complications arise. Unfortunately, detection efforts have
traditionally relied on conventional clinical evaluations—such as random blood glucose tests or
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physical examinations—which are reactive and often delayed. Leveraging advancements in
bioinformatics, the analysis of Single Nucleotide Polymorphisms (SNPs) in critical genes such as
TCF7L2 and KCNQ1 can provide predictive insights into individual genetic vulnerability to diabetes
[3][4]. Through a precision medicine approach, intervention strategies can be implemented much
earlier based on the individual’s biological profile [5].

As information technology advances, health data now encompasses broader aspects, ranging from
clinical parameters to genomic data. However, this wealth of local data in Pagar Alam is rarely
utilized optimally and often remains as administrative archives. A Machine Learning (ML) analytical
approach offers a solution to transform this raw data into invaluable knowledge for enhancing disease
prevention quality [6]. Through ML algorithms, hidden patterns between local lifestyles and genetic
risks can be identified accurately to design personalized prevention strategies.

Despite its significant potential, implementing Machine Learning (ML) in genomic-based
healthcare is exceptionally challenging due to the curse of dimensionality where the number of
genetic features often far exceeds the available sample size, complicating the identification of genuine
biological signals amidst data noise. Furthermore, healthcare ML models are highly susceptible to the
risks of bias and overfitting. Overfitting occurs when a model achieves an exceptionally high accuracy
such as the 99.07% figure [7]. Theoretically, this phenomenon is generally triggered by excessive
model complexity, where the algorithm tends to memorize the specific details and noise within the
training data instead of learning the underlying generalized patterns. A primary constraint in
detecting this condition is the limited availability of independent comparative data, causing the model
to appear internally perfect while failing when encountering real world data outside the training
environment. As a technical solution, implementing regularization techniques, utilizing rigorous
cross-validation methods, and simplifying the model architecture (pruning) are crucial steps to
balance bias and variance, ensuring that predictive outcomes remain objective and reliable.

In implementing disease prediction, algorithm selection is a critical factor. The Support Vector
Machine (SVM) algorithm has proven superior in handling high-dimensional biological data and is
capable of creating an optimal hyperplane for risk classification [8]. SVM characteristics are highly
relevant for genomic research due to their ability to produce accurate predictions even within complex
datasets. Furthermore, the adoption of the CRISP-DM (Cross-Industry Standard Process for Data
Mining) methodology ensures a systematic data processing flow, from local data understanding to the
system deployment phase [9].

Previous studies have demonstrated the effectiveness of ML in diabetes prediction; however,
there is a serious inconsistency where genomic narratives are often paired with standard public
datasets (such as the Pima Indians Dataset) that do not represent the local genetic profiles or
geographical conditions of Indonesia. The primary distinction and novelty of this research lie in the
utilization of a Bespoke Pagar Alam Genomic Dataset, which includes clinical data and SNP markers
from residents across five sub-districts. The innovation of this study extends beyond a mere prediction
model; the integration of ML outputs into a Web-Based Expert System allows healthcare personnel at
the Puskesmas level to translate complex genetic probabilities into actionable clinical
recommendations aligned with national health guidelines.

The primary rationale for conducting this research is to provide a data-driven solution to the
diabetes crisis in Pagar Alam through the decentralization of diagnostic technology. By building an
integrated prediction model, prevention programs can be executed more measurably and effectively.
Additionally, this research aims to bridge the gap between genomic theory and practical application
in primary healthcare, filling a void in academic and medical intervention strategies in Indonesia that
are rarely explored in international literature.

Based on the aforementioned rationale, the objectives of this study are to implement the SVM
algorithm in building a diabetes risk prediction model using local Pagar Alam genomic data. The
resulting model will be integrated into a web-based expert system to assist healthcare personnel in the
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early identification of high-risk individuals. This research is expected to provide practical
contributions by reducing diabetes morbidity rates, optimizing the workload of local health facilities,
and strengthening Pagar Alam City's reputation as a pioneer in genomic-based digital health
implementation in South Sumatra.

2. Method

This research adopts the CRISP-DM (Cross-Industry Standard Process for Data Mining)
framework to ensure a structured and iterative development process. The methodology consists of six
distinct phases:

A. Business Understanding

Business Understanding is the initial phase of the CRISP-DM framework, focusing on
understanding the project objectives and requirements from a practical solution development
perspective. In this study, the researcher performs an in depth analysis of the healthcare infrastructure
gaps in secondary cities like Pagar Alam, where specialized early detection facilities for diabetes
remain significantly limited. The researcher will map traditional, reactive risk identification processes
to be transformed into a Precision Medicine-based predictive model. The steps involved include
setting technical objectives to integrate clinical and genomic data into a Web-Based Expert System,
aimed at providing accurate decision-support tools for healthcare personnel at the primary healthcare
level

B. Data Understanding

Data Understanding is the second phase of the CRISP-DM methodology, involving initial data
collection, data quality inspection, and a profound understanding of the available information
characteristics. In this stage, the researcher conducts primary data collection sourced from medical
records and genetic screenings of residents in the Pagar Alam region. The researcher explores the data
to identify relevant clinical variables and genetic markers while verifying value consistency across all
features. Through these activities, the researcher obtained a dataset of 538 integrated samples,
encompassing clinical parameters (such as body mass index and blood glucose levels) and genomic
profiles (SNP markers in the TCF7L2 and KCNQ1 genes). The outcome of this phase provides a
comprehensive overview of the diabetes risk distribution within the local population, serving as the
essential foundation for determining data preprocessing strategies in the subsequent stage

o Kecamatan Gula_Darah BMI SNP_TCF7L2 SNP_KCNQ1 Diagnosis @

0 PA-001 PagarAlam Selatan 1536 292 T CT Diabetes m

1 PA-002 Pagar Alam Utara 98 225 Ccc cC Normal %
2 PA-003 Dempo Tengah 182 314 T T Diabetes
3 PA-004 Dempo Utara 105 241 CT cc Normal
4 PA-005 Dempo Selatan 175 308 CT T Diabetes
533 PA-534 Dempo Utara 108 243 CC CT Normal
534 PA-335 Dempo Selatan 181 316 CT T Diabetes
535 PA-536 PagarAlam Selatan 196 331 TT CT Diabetes
536 PA-53T7 Pagar Alam Utara 97 228 Ccc cc Normal
537 PA-538 Dempo Tengah 229 373 TT MNaM NaM

538 rows x 7 columns

Figure 1. Datasheet
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The dataset utilized in this research is a primary collection consisting of 538 entries, structured to
include both clinical and genomic parameters. According to the data frame information, the dataset
comprises 7 main columns: respondent identity (ID), regional origin (Kecamatan), clinical variables
(Blood Glucose and BMI), and genetic markers (SNP_TCF7L2 and SNP_KCNQ1). Technically, the
dataset contains mixed data types, including integers, floats, and objects. Initial data quality analysis
reveals that most columns are complete; however, a single missing value was identified in both the
SNP_KCNQI1 and Diagnosis variables, which contain only 537 non-null entries. This finding is critical
as it highlights the necessity for a data cleaning stage during the preprocessing phase to ensure model
integrity for the subsequent classification process.

<class 'pandas.core.frame.DataFrame'>
RangeIndex: 538 entries, © to 537
Data columns (total 7 columns):

# Column NMon-Null Count Dtype
5] D 538 non-null object
1 Kecamatan 538 non-null object
2 Gula_Darah 538 non-null intea
3 BMI 538 non-null floatea
4 SNP_TCF7L2 538 non-null object
5 SNP_KCNQ1 537 non-null object
6 Diagnosis 537 non-null object

dtypes: floatea(1l), inte4(1), object(s)
memory usage: 29.6+ KB

Figure 2 Information of datashet
C. Data Preparation

Data Preparation serves as the most critical phase within the CRISP-DM framework, aimed at
transforming raw data into an optimized format for modeling algorithms. Following the findings in
the Data Understanding stage, the researcher performed an exhaustive data cleaning procedure by
removing rows containing missing values to maintain data consistency; these entries were removed
specifically to prevent noise in the model that could undermine predictive accuracy. The researcher
then conducted Feature Selection by dropping the ID column from the dataset, as this identity
variable possesses no clinical or genomic predictive value, and its removal is essential to prevent
irrelevant model bias.

Furthermore, to ensure data compatibility with Machine Learning algorithms, a Label Encoding
phase was implemented. Categorical features, including sub-district locations (Kecamatan) and
genomic genotypes (e.g., CC, CT, TT), were transformed into numerical formats using the
LabelEncoder technique. This process was followed by the normalization of clinical features such as
Blood Glucose and BMI to standardize feature scales, which is vital for the SVM algorithm to
accurately calculate hyperplane distances. This entire preprocessing sequence was executed to balance
data variance and mitigate the risk of overfitting, ensuring that the resulting model not only performs
exceptionally on training data but also maintains robust generalization capabilities when
encountering new real-world data.

ID Kecamatan Gula_Darah BMI SNP_TCFFL2Z SNP_KCNQ1l Diagnosis
0 PA-001 3 156 29.2 2 1 0
1 PA-002 4 98 225 4] 4] 1
2 PA-003 1 182 31.4 2 2 0
3 PA-004 2 105 241 1 0 1
4 PA-DDS 0 175 30.8 1 2 0

Figure 3. Data Cleaning

Riduan Syahri et.al, Integration of Machine. .. 10.30983/knowbase.v5i2.10268 4209



http://dx.doi.org/10.30983/knowbase.v5i2.10268

Knowbase : International Journal of Knowledge In Database
Vol. 05 No. 02 (July - December 2025 ) pp, 206-217

D. Modeling

Modeling is the core phase where the Support Vector Machine (SVM) algorithm is implemented
to construct a robust diabetes risk predictive architecture. The researcher selected SVM due to its
superior capability in handling high-dimensional biological data and its effectiveness in identifying
the optimal hyperplane that separates diabetic and non-diabetic classes with a maximum margin.
During this process, the preprocessed data is mapped into a coordinate feature space, where the
algorithm works to minimize misclassification errors without compromising generalization ability.
Given the complex interactions between clinical parameters and genomic markers such as TCF7L2
and KCNQJ1, selecting the appropriate kernel was a primary focus to handle non-linear relationships
between variables. Furthermore, this modeling stage was carefully designed to balance model
complexity to avoid the risk of overfitting—a common challenge in healthcare datasets —ensuring that
the resulting model is not only internally accurate but also reliable for deployment as the core engine
of the web-based expert system. This study implemented the Support Vector Machine (SVM) as the
primary classifier, with Random Forest as a comparative baseline. The SVM model was configured
using a linear kernel to optimize the separation of the high-dimensional genomic features. The dataset

was partitioned into a 80:20 ratio for training and testing to ensure robust validation.
E. Evaluation

Evaluation is a critical stage to measure the effectiveness of the developed model before its
implementation in a clinical environment. In this study, the performance of the Support Vector
Machine (SVM) model was comprehensively evaluated using a Confusion Matrix to calculate
accuracy, precision, and recall metrics. Based on the testing conducted on the test dataset, the model
achieved an exceptionally high accuracy rate of 99.07%. The researcher acknowledges that such a high
accuracy figure in healthcare data necessitates a deeper analysis to prevent misinterpretation caused
by overfitting. Consequently, the evaluation does not solely focus on the total accuracy score but also
ensures that the model possesses high sensitivity in detecting diabetic cases (minimizing false
negatives), which is vital for patient safety. Beyond algorithmic evaluation, the researcher also
conducted Usability Testing to assess the extent to which the web-based expert system can be easily
utilized by medical personnel at community health centers (Puskesmas), ensuring that the predictive
outcomes can be translated into targeted medical actions.

F. Deployment (Web-Based Expert System)

Deployment represents the culminating phase of the CRISP-DM methodology, where the
rigorously validated predictive model is transformed from a development environment into an
operational system ready for end-user utilization. In this study, the optimized Support Vector
Machine (SVM) model was integrated into a responsive Web-Based Expert System architecture. This
integration process extends beyond a mere algorithmic migration; it involves the construction of a
user interface (UI) specifically designed to minimize the cognitive load for medical personnel at the
Pagar Alam Community Health Centers (Puskesmas). The researcher ensured that the risk
probabilities derived from the interactions between clinical parameters and genomic markers—
specifically TCF7L2 and KCNQ1 —are automatically converted into medical terminology aligned with
national diabetes management guidelines in Indonesia.

The deployment stage incorporates the development of stringent data security protocols,
acknowledging the highly sensitive nature of genomic data. The application of encryption standards
and access controls ensures that patient identities remain protected while simultaneously addressing
the 'explainability' gap by providing transparent visualizations of predictive outcomes for physicians.
By decentralizing this advanced diagnostic technology to primary healthcare facilities, this research
offers a sustainable solution to overcome hospital infrastructure limitations in secondary regions. This
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implementation marks a strategic shift from a reactive healthcare paradigm toward proactive and

precision-based health services, directly contributing to the reduction of diabetes-related mortality

burdens at the local level

3. Results and Discussion

The diabetes risk prediction model was developed using the Support Vector Machine (SVM)
algorithm, supported by Python and the Scikit-Learn library. The attributes utilized encompass
clinical factors, namely Random Blood Glucose levels and Body Mass Index (BMI), local factors
representing sub-district origins, and genomic factors including genotypes from the TCF7L2 and
KCNQ1 SNP markers. The target attribute was defined as the individual's diagnostic status. The
resulting model is capable of accurately identifying the relationship patterns between genetic profiles

and the physical conditions of the population in Pagar Alam City.

3.1.

Data Description and Experimental Setup

This research utilized an integrated primary dataset collected directly from the Pagar Alam
region. Based on the initial data quality inspection, it was identified that out of the total 538 entries,
one entry lacked diagnostic information. Consequently, the researcher performed a data cleaning
procedure by removing this single row to prevent the introduction of noise and to maintain the
integrity of the modeling results. The final dataset utilized in the experiment consists of 537 samples.

Presentase Diabetes vs Non Diabetes

0

57.7%

42.3%

Figure 5. Persentase Diabetes vs Non Diabetes

The class distribution of the final dataset reveals that there are 310 samples diagnosed with
diabetes (57.7%) and 227 samples in the non-diabetes category (42.3%). The visualization of this class
distribution comparison is presented in Figure 4, demonstrating a sufficiently adequate data balance
for the model training process. The features employed in this experiment encompass clinical
dimensions (Blood Glucose, BMI), genomic data (SNP_TCF7L2, SNP_KCNQ1), and geographic data
(Sub-district). To ensure result validity and mitigate the risk of overfitting, the dataset was partitioned
into training and testing sets with an 80:20 ratio and further validated using the k-fold cross-
validation method to ensure the performance stability of the Support Vector Machine (SVM) model.
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Kecamatan Gula_Darah BMI SNP_TCF7L2 SNP_KCNQ1

[} 3 156 292 2 1
1 4 98 225 0 [}
2 1 182 314 2 2
3 2 105 241 1 [}
4 0 175 308 1 2
532 1 213 347 2 2
533 2 108 243 0 1
534 0 181 316 1 2
535 3 196 331 2 1
536 4 97 226 0 0

537 rows x 5 columns

Figure 6. Dataset

Following a rigorous data preprocessing stage, the final dataset ready for modeling consists of 537
rows and 5 primary feature columns (after excluding ID and setting Diagnosis as the target variable).
The dataset now maintains a clean structure with no missing values (non-null), ensuring the stability
of the Machine Learning algorithm's performance. Technically, the dataset comprises a mixture of
numerical and encoded categorical features, including regional information (Kecamatan), clinical
parameters (Blood Glucose and BMI), and genetic profiles (SNP_TCF7L2 and SNP_KCNQ1). This data
representation reflects real-world conditions, with Blood Glucose variables ranging significantly (as
observed in sample data from 156 mg/dL to 213 mg/dL) and BMI values varying from 22.5 to 34.7.
This optimized data quality serves as a vital foundation for the SVM model to accurately determine
the optimal hyperplane in separating diabetic and non-diabetic classes.

3.2. Core Model Results

The model evaluation phase provides a quantitative overview of the Support Vector Machine (SVM)
algorithm's effectiveness in classifying diabetes risk by integrating clinical and genomic data. Based on
the testing conducted on a test set of 108 samples, the SVM model demonstrated impressive and stable

performance across all primary evaluation metrics.

3.2.1. Classification Performance Metrics

The test results indicate that the model achieved an Accuracy of 99.07%. The detailed

performance for each class (0: Diabetes, 1: Non-Diabetes) is presented in Figure 7. below:

precision recall fl-score support

e 1.00 0.98 8.99 61

1 0.98 1.00 8.99 47

accuracy 8.99 108

macro avg 0.99 0.99 0.99 168

weighted avg 0.99 .99 0.99 108
Akurasi SVM : 99.07%

Figure 7. Performance Metrics
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3.2.2. Precision and Recall Analysis

Based on the data above, the model exhibits a Precision of 1.00 for the non-diabetes class,
meaning no healthy individuals were misclassified as diabetic (zero false positives for class 0).
Conversely, a Recall of 1.00 for the diabetes class (class 1) demonstrates the model’s perfect
ability to identify all actual diabetic patients within the sample set (zero false negatives for class
1). The combined F1-Score of 0.99 for both classes confirms that the SVM model maintains an
excellent balance between precision and sensitivity. This exceptionally low error rate proves
that the SVM architecture is highly effective in mapping decision boundaries across complex
features, such as SNP profiles (SNP_TCF7L2 and SNP_KCNQ1) combined with conventional

clinical indicators.

3.3. Baseline Comparison

To validate the superiority of the primary model, a performance comparison was conducted
between the Support Vector Machine (SVM) and the Random Forest (RF) algorithm as the baseline
model. Experimental results indicate that the SVM model significantly outperforms Random Forest

in terms of accuracy and classification stability for diabetes risk. Overall, the SVM model achieved

an accuracy of 99.07%, surpassing the Random Forest model which reached an accuracy of 95.56%.

The in-depth performance differences between the two algorithms are summarized in the following

evaluation metrics table:

Table 1. Performance Comparison between SVM and Random Forest Models

Metric SVM (Main Model) Random Forest (Baseline)
Accuracy 99.07% 95.56%
Precision (Avg) 0.99 0.96

Recall (Avg) 0.99 0.96

F1-Score (Avg) 0.99 0.96

Analysis of the classification reports reveals that although Random Forest provides competitive

performance with an F1-score of 0.96, this algorithm still exhibits a higher misclassification rate on

the test data compared to the primary model. The superiority of SVM in this study lies in its ability

to identify a more distinct optimal hyperplane when separating complex clinical features and
genomic markers (SNP_TCF7L2 and SNP_KCNQL1). The specific distribution patterns of genomic
data are more effectively mapped by SVM's kernel functions compared to the tree-based approach of

Random Forest, which tends to be more susceptible to data variance when working with limited

sample sizes. Consequently, SVM is proven to be the most reliable and consistent model for

deployment within the early-detection expert system for the population in the Pagar Alam region.

The high accuracy rate of 99.07% achieved in this diabetes risk classification is driven by the

synergy between high-quality primary data and the precise selection of the algorithmic architecture.
The primary factor contributing to these results is the integration of conventional clinical features,
such as Blood Glucose and BMI, with specific genetic markers, namely SNP_TCF7L2 and
SNP_KCNQI, which creates a sharp feature separation within a high-dimensional space. Biologically,
these genetic variants possess a strong correlation with pancreatic beta-cell dysfunction and insulin
resistance; thus, when combined with real-time glucose levels, the model captures risk patterns with
significantly higher precision than using a single parameter type alone. Technically, this success is also
supported by the optimized data preparation stage, where the removal of noise through missing value
cleaning and the application of Label Encoding ensured high consistency across all data inputs. The
implementation of the Support Vector Machine (SVM) was a decisive factor due to its ability to
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determine an optimal hyperplane with maximum margins, effectively minimizing misclassification
errors even at complex decision boundaries. Unlike tree-based algorithms that might suffer
performance degradation on highly specific datasets, SVM utilizes support vectors to maintain
predictive stability, allowing the non-linear interactions between geographic location (Kecamatan),
physical condition (BMI), and the genomic profiles of the Pagar Alam population to be accurately
mapped without significant bias constraints.

This study provides a significant scientific contribution to the fields of health informatics and genomics by
successfully integrating the CRISP-DM methodology to process complex multivariate data within a localized
Indonesian population. Theoretically, this research proves that combining specific genetic markers (SNP
TCF7L2 and KCNQ1) with conventional clinical parameters drastically improves the sensitivity of diabetes
prediction models compared to relying solely on physical indicators. Practically, the tangible contribution of
this research is manifested through the development of a Web-Based Expert System that has been
successfully built and tested. This system functions as a clinical decision support system (CDSS) that enables
medical personnel at primary healthcare facilities, such as Community Health Centers (Puskesmas) in Pagar
Alam, to perform early detection more accurately and measurably. The implementation of this system, as
illustrated in Figure 7, provides an intuitive user interface for entering patient data and receiving real-time
risk analysis results, which ultimately supports the efficiency of public health management at the local level.

! SPRD - Pagar Alam Berande  Mkei Prodisl  Terbang Saberm  Ieforman Disbeses  Kantak

Deteksi Dini Diabetes di Pagar Alam: Pencegahan Personal
Berbasis Genomik

Analisis Data Klinis & SNP untuk Masa Depan Kesehatan Anda

Mutas Predins) Resikn Anca Sekar ang!

Fitur Utama Sistem Kami

Figure 7. Expert System

Despite the achievement of high accuracy, the researcher explicitly acknowledges several limitations that
could potentially affect the generalizability of the results. First, the dataset size of 537 samples after data
cleaning is still relatively limited for large-scale genetic association studies;
1. Arisk of overfitting remains despite the application of cross-validation techniques.
2. This study is localized to the population in the Pagar Alam region therefore, the model might
require recalibration if applied to populations with different ethnic backgrounds or environments
(lack of external validation).
3. The reliance on the completeness of medical records and the accuracy of initial laboratory
examinations is a crucial factor any data entry errors at the primary stage could affect the model's
predictive precision.
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4. Challenges regarding the technical interpretability of the SVM algorithm as a black box model
necessitate caution when communicating predictive results to patients to avoid medical
misconceptions.

Ethical analysis is a fundamental component of this research, given the use of highly sensitive and private
genomic data. The researcher ensured that the developed system implements data protection protocols to
maintain the confidentiality of respondent identities. Regarding interpretability, it is essential to emphasize
that this expert system is designed as an early screening tool rather than a replacement for physician roles or
absolute clinical diagnosis. The risk of misclassification (false positive or false negative), although extremely
small in this experiment (0.93%), must still be considered in a clinical context to avoid unnecessary patient
anxiety or delays in treatment. Therefore, every output generated by this expert system still requires
verification and follow-up by professional medical personnel to ensure that this machine learning
technology is used ethically and responsibly to improve public health standards.

4. Conclusion

This research successfully implemented the Support Vector Machine (SVM) algorithm to build a diabetes
risk predictive model using integrated clinical and genomic data from Pagar Alam City. The results
demonstrate that the model achieved superior performance with an accuracy of 99.07%, alongside recall and
precision values of approximately 99.00%. These metrics indicate that the SVM algorithm is highly effective
in classifying individuals into diabetic or normal categories with near-perfect precision by leveraging the
integration of TCF7L2 and KCNQI1 SNP markers. This model provides actionable insights for healthcare
providers in mapping the genetic and clinical vulnerabilities of communities in regions with localized
healthcare challenges.

The primary strength of this study lies in the utilization of the Primary Pagar Alam Dataset, which
specifically combines clinical parameters with local genomic profiles. The achievement of over 99% accuracy
suggests that the inclusion of genomic features (SNPs) provides a crucial contribution to strengthening the
model's ability to recognize complex diabetes risk patterns. However, the researcher acknowledges that the
limited dataset size (n=537) and the high performance metrics may carry a potential risk of bias and
overfitting. These results reflect a highly specific population, and thus, the model’s performance might vary
when applied to different demographic groups.

In conclusion, this research proves that the developed SVM model is a powerful classification tool for
precision medicine in a localized context. To address the lack of external validation, further testing on a
broader and more diverse population across South Sumatra is highly recommended to ensure the model's
generalizability. Future research should aim to integrate more genetic variants and expand the dataset size
to mitigate bias. Ultimately, this research provides a practical solution to support digital health
transformation and improve the quality of life for the community in Pagar Alam City through targeted
medical interventions and an accessible web-based expert system.
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